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Abstract: 
In this paper, the parameters of kumaraswamy distribution and the survival 
function were estimated using Bayesian methods, which is the standard 
Bayes method and the Bayesian expectation method with symmetrical loss 
functions called the squared loss function and asymmetrical loss functions 
called the general entropy loss function. The non-linear equations were 
evaluated using Lindley approximation using the simulation of Matlab 
program, the lowest value of the mean integral error squares was used to 
decide which method is the best. 

  
  

في هذا البحث تم تقدير معلمات توزيع كوماراسوامي ومن ثم إيجاد دالة البقاء باستعمال الطرائق البيزية وهي 

اثلة طريقة بيز القياسية وطريقة توقع بيز ضمن دوال خسارة متماثلة تدعى بدالة الخسارة التربيعية وغير متم

تدعى بدالة خسارة انتروبي عامة، تم تبسيط المعادلات الغير خطية باستعمال تقريب ليندلي ومن خلال 

المحاكاة في برنامج الماتلاب تم التوصل الى اقل قيمة لمتوسط مربعات الخطأ التكاملي والذي يعتمد عليه 

  لمعرفه أي الطرق هي الأفضل .
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Introduction:  
Bayesian methods are much better and more exact than the traditional 
methods. Researchers in recent times interest in using the Bayesian methods 
to estimating the survival function, which represents the duration of an 
organism’s survival until death, and since the kumaraswamy distribution is 
one of the distributions that are interested in studying data The parameters of 
life were estimated using the standard Bayes method and the Bayesian 
exectation method under the quadratic loss and general entropy functions, to 
estimate the survival function for the kumaraswamy distribution. 
 
1 - Kumaraswamy Distribution(KD) [2] 
 A continuous probability distribution consisting of two parameters that was 
proposed by Bundi kumaraswamy, one of the great Indian scientists and 
engineers. A random variable x has a KSD distribution if its p. d. f, as in 
equation 1 

 
 
It is similar to the betta distribution, but unlike the betta distribution, it 
contains a closed form of the cumulative distribution function, which 
facilitates handling and makes it appropriate for intensive computing 
activities such as modeling and simulation. It is applicabile to many natural 
phenomena that have a bounded response ( lower and upper limits) such as 
the height of people, temperature, etc. 
2- Loss function : [5][8] 
The loss function is used to determine the error between the output of the 
algorithm and the specific target value, and it has an important role in 
Bayesian estimation, that is because Bayesian estimations differ according 
to the different types of loss functions. 
 
2-1 Squared error Loss function : It is a symmetric loss function that 
can be expressed as in equation 2 
 

 
 
The Bayesian estimator for σ based on the loss function SE can be obtained 
as follows: 
 

 
 
2-2 General Entropy Loss function (GE) : 
It is a modification of the linear exponential loss function (LINEX) 
proposed by (Varian, 1975) and (Zellner, 1986) and used by (Calabria and 
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Pulcini, 1994). It is classified as an asymmetric loss function that can be 
expressed mathematically as in equation 4 
 

 
We can get a Bayesian estimator with respect to the GE function mentioned 
earlier as follows: 
 

 
 
3. Standard Informative Bayesian Estimator: [1][٧][٣] 

To find the standard Bayes estimator, which depends on the posterior 
distribution function, which includes the previous information of the 
parameter and the current sample observations, we use one of the Loss 
Functions, and it is considered one of the best ways to judge the 
performance of the estimated parameter 
 
 3-1 Standard Bayesian Estimator Under SE Loss function [4][1]  

The standard Bayesian estimator SB for parameter ϴ can be defined as the 
Posterior mean of the random parameter ϴ. The SB method can be obtained 
for the parameters of the kumaraswamy distribution using the Prior 
Distribution function and the Squared Error Loss function. It was previously 
defined through the application of Lindley's approximate equations, as it is 
considered one of the best ways to simplify complex integrals, as well as 
because it gives accurate results. 
 

 

 
 
Then we find the joint priority function, which represents the product of the 
initial probability density functions that were imposed above, as follows: 

 
Let 
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Note that the possible function for the observations X1,X2,….,Xn is written 
as follows: 

 

 
 

 
So that the joint distribution function: 

 
 

 
 
The subsequent distributions of the parameters α,β will be as follows 

  

 

 

 

 
 

The Bayes estimator under the squared loss function, which makes the risk 
function as minimum as possible, which represents the expectation of the 
loss function after finding the first derivative with respect to the parameter 
to be estimated and equalizing it to zero, we get: 
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Differentiating equation (13) with respect to d ̂(δ) and equating the 
derivative to zero, we get: 
 

  
 
Therefore, the standard Bayes estimator for the parameters of the 
Kumaraswamy distribution is as follows: 
 

  

 
  

 
 
Equations 15 and 16 are non-linear equations that cannot be solved by 
ordinary methods, so we will resort to the Lindley approximation method. 
 

3-2 Standard Informative Bayesian Estimator under General Entropy 
Loss [1] 

The standard Bayes estimator for the parameters of the Kumaraswamy 
distribution under general entropy loss function is given by: 
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Equations 17 and 18 are non-linear equations, so we will resort to the 
Lindley approximation method.  
 
4- Expected Bayesian Estimator :[1] 

Choosing an initial probability density function that includes parameters that 
are chosen in such a way that the initial probability density function is 
decreasing with respect to the parameter to be estimated. The probability 
density functions for the parameters are as follows: 

 

 

 
 
4-1Bayesian Expectation Estimator under Squared Loss Function 
(EBSEL) 
According to the initial probability density function in equation (15) (16) 
and using the Bayesian prediction formula in equation (10), we get Bayes 
prediction estimations for the parameters of the kuomaraswamy distribution 
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We note that equations (23) and (22) are non-linear equations, and they 
cannot be solved by ordinary analytical methods, but their solution requires 
the use of numerical analysis methods, so Lindely Approximation will be 
used. 
 
4-2 Bayesian prediction estimator given a general entropy loss function 
The Bayesian prediction estimates for the kumaraswamy distribution under 
the general entropy loss function are as follows: 
 

 

 

 

 
 
We note that equations (24) and (25) are non-linear equations, and they 
cannot be solved by ordinary analytical methods, but their solution requires 
the use of numerical analysis methods, so Lindely Approximation will be 
used. 
 
5-Simulations by Monte-Carlo method :[٦] 

In order to compare the efficiency of the informative standard Bayes method 
and the Bayesian Expected method to obtain good estimates of the 
parameters of the Kumarasoa distribution, the simulation method was used 
by Monte Carlo, noting that the experiment was repeated (1000) using the 
MATLAB program, and the following is a detailed presentation of the 
experiments 
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Table (1-10) the real and estimated values of the survival function according 
to the estimation methods and the value of the mean integral error squares 
(IMSE) for each method at the assumed sample sizes for the first model: 
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Through the use of the statistical criterion, the mean squares of the integral 
error, to compare the preference of the methods used to estimate the survival 
function for different sample sizes, the results were as follows: 
At a sample size of (30) (90) (150) was the Bayesian prediction method 
under a general entropy loss function〖S ̂(t)〗_EBEL is the best in 
estimating the survival function because it has the lowest mean squared 
integral error (IMSE) 
At a sample size of (60), the standard Bayes method was informative with a 
squared loss function〖S ̂(t)〗_SBSEL It is the best in estimating the 
survival function because it recorded the lowest mean integral error squares 
(IMSE). 
Table (2-10) the real and estimated values of the survival function according 
to the estimation methods and the value of the mean integral error squares 
(IMSE) for each method at the assumed sample sizes for the first modelat 
the size of (30), the Bayesian prediction method under the squared loss 
function was the best in estimating the survival function, because it recorded 
the least mean squared integral error (IMSE). 
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It is clear from Table (2-10) and Figures from (5) to (8) and when the default 
values of the parameters and through the use of the statistical standard mean 
squares of integral error to compare the preference of the methods used to 
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estimate the survival function for different sample sizes, the results were as 
follows: 
At a sample size of (60) (150), the standard information Bayes method 
under a general entropy loss function was the best in estimating the survival 
function, because it recorded the least mean squares integral error IMSE 
At a sample size of (90), the standard Bayes method under the squared loss 
function was the best in estimating the survival function because it recorded 
the lowest mean squared integral error IMSE 
Table (3-10) the real and estimated values of the survival function according 
to the estimation methods and the value of the mean integral error squares 
(IMSE) for each method at the assumed sample sizes for the first model 
It is clear from Table (3-10) and Figures from (9) to (12) and when the 
default values of the parameters and through the use of the statistical 
standard mean integral error squares to compare the preference of the 
methods used to estimate the survival function for different sample sizes, the 
results were as follows: 
 At a sample size of (30), the standard informational Bayes method under a 
general entropy loss function was the best in estimating the survival 
function, because it recorded the least mean squares integral error IMSE 
 At a sample size of (60), the standard informational Bayes method with a 
squared loss function was the best in estimating the survival function, 
because it recorded the lowest mean squared integral error IMSE 
 At a sample size of (90) (150), the Bayesian prediction method under a 
general entropy loss function was the best in estimating the survival 
function, because it recorded the lowest mean squared integral error IMSE. 
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Appendices 
Table (1-10) the real and estimated values of the survival function according 
to the estimation methods and the value of the mean integral error squares 
(IMSE) for each method at the assumed sample sizes for the first model 
 

 

Figure (1) The real survival function estimated according 

 to the estimation methods at a sample size (n = 10) 
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Figure (2) The real survival function estimated according 

 to the estimation methods at a sample size (n = 60) 

 
 

Figure (3) The true survival function estimated according 

to the estimation methods at a sample size (n = 90) 
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Figure (4) The true survival function estimated according 

 to the estimation methods at a sample size (n = 150) 

 
 

Figure (5) The real survival function estimated according 

to the estimation methods at a sample size (n = 30) 
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Figure (6) The real survival function estimated according 

to the estimation methods at a sample size (n = 60) 

 
  
 

Figure (7) The real survival function estimated according 

to the estimation methods at a sample size (n = 90) 
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Figure (8) The real survival function estimated according  

to the estimation methods at a sample size (n = 150) 
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Figure (9) The real survival function estimated according  
 to the estimation methods at a sample size (n = 30) 

 

 
 

Figure (10) The real survival function estimated according  
to the estimation methods at a sample size (n = 60)  
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Figure (11) The real survival function estimated according  
 to the estimation methods at a sample size (n = 90) 

 
 

Figure (12) The real survival function estimated according  
 to the estimation methods at a sample size (n = 150) 
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