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Abstract:

In this paper, the parameters of kumaraswamy distribution and the survival
function were estimated using Bayesian methods, which is the standard
Bayes method and the Bayesian expectation method with symmetrical loss
functions called the squared loss function and asymmetrical loss functions
called the general entropy loss function. The non-linear equations were
evaluated using Lindley approximation using the simulation of Matlab
program, the lowest value of the mean integral error squares was used to
decide which method is the best.
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Introduction:

Bayesian methods are much better and more exact than the traditional
methods. Researchers in recent times interest in using the Bayesian methods
to estimating the survival function, which represents the duration of an
organism’s survival until death, and since the kumaraswamy distribution is
one of the distributions that are interested in studying data The parameters of
life were estimated using the standard Bayes method and the Bayesian
exectation method under the quadratic loss and general entropy functions, to
estimate the survival function for the kumaraswamy distribution.

1 - Kumaraswamy Distribution(KD) !

A continuous probability distribution consisting of two parameters that was

proposed by Bundi kumaraswamy, one of the great Indian scientists and

engineers. A random variable x has a KSD distribution if its p. d. f, as in

equation 1

Fxo0 ) — {oc Bx*~'(1 —x“]ﬁ‘-l 0<x<1:@B>0 4,
S 0 otherwise 2 — 2

It is similar to the betta distribution, but unlike the betta distribution, it

contains a closed form of the cumulative distribution function, which

facilitates handling and makes it appropriate for intensive computing

activities such as modeling and simulation. It is applicabile to many natural

phenomena that have a bounded response ( lower and upper limits) such as

the height of people, temperature, etc.

2- Loss function : PII¥]

The loss function is used to determine the error between the output of the

algorithm and the specific target value, and it has an important role in

Bayesian estimation, that is because Bayesian estimations differ according

to the different types of loss functions.

2-1 Squared error Loss function : It is a symmetric loss function that
can be expressed as in equation 2

L(e",a) =(c"—a)*2

The Bayesian estimator for ¢ based on the loss function SE can be obtained
as follows:

oo = E(o|X) 3
2-2 General Entropy Loss function (GE) :

It is a modification of the linear exponential loss function (LINEX)
proposed by (Varian, 1975) and (Zellner, 1986) and used by (Calabria and
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Pulcini, 1994). It is classified as an asymmetric loss function that can be
expressed mathematically as in equation 4

L(c",c)a(s" —0)7—qln(c"|c) —1,q =04

We can get a Bayesian estimator with respect to the GE function mentioned
earlier as follows:

A
-
LE]

my

3. Standard Informative Bayesian Estimator: MM

To find the standard Bayes estimator, which depends on the posterior
distribution function, which includes the previous information of the
parameter and the current sample observations, we use one of the Loss
Functions, and it is considered one of the best ways to judge the
performance of the estimated parameter

3-1 Standard Bayesian Estimator Under SE Loss function “I!!

The standard Bayesian estimator SB for parameter © can be defined as the
Posterior mean of the random parameter ©. The SB method can be obtained
for the parameters of the kumaraswamy distribution using the Prior
Distribution function and the Squared Error Loss function. It was previously
defined through the application of Lindley's approximate equations, as it is
considered one of the best ways to simplify complex integrals, as well as
because it gives accurate results.

T(a)=———a1 ' 1-a)* P 0<a<16
! rutuq)r(gi) (-
I'ia, + bs) 1 Boi
=2 _Lpgulg_pgbl g<f<17
syt TR0
Then we find the joint priority function, which represents the product of the
initial probability density functions that were imposed above, as follows:

rlag+hy) o Tlag+ by
Ty (a)ma(f) _—1'(111)!'(1;1)& 171(1 — )P —1'(a2)r(b2}ﬁ (1
—_ ﬁ]b;—l 8

Let
ia, + by) I'la; + b3)
T riarfh) ria \rh-n
EOARR] A RSy o g LT

T (@) (f) = Aa®r (1 — a)?17! o272 (1 - g)*21 9
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Note that the possible function for the observations X1,X2,....,Xn is written
as follows:

L=] [frsotx
i=1

_ l Iaﬂxu—l (1 xn)ﬁ—l
_ EZ]B)“I“(“_l}(l _ Iu)n(ﬁ—l}

So that the joint distribution function:
w(w, fL = A"+ 11— @)P 7 Bt (4 - B)P ! (af)" a1
_ Iu)n[ﬁ—l}

f{x1.x1....xﬂ]= J] Aa“i_l{:l_ a)b:l_l ﬂuz_l(l
vavg

_ ﬂ:'b:—l {aﬁ]nln(n—lj(l _ In’)n(ﬂ-l}

The subsequent distributions of the parameters o, will be as follows
N IT £ Coio P) s L) (1))
h (6.0, fli) = TalpTTie fCxia Bl oy ml mp ()2 (B)dfda

h (m,a, B|X)
A ﬂui_l(l _ a)b:l_l ﬂuz—l(l _ ﬁ)hz—l (amnxn[u—l}{l _ xu)ﬂ;[ﬁ—l_}

" JalpA @I (1 — @bt grzmi(1 — fYka-1 (af)man(e-D(1 — x)"E-D df du

afi-1 1_“*'!11—1 aftytle—1liq _ peyu(f-1}
P (alp3) = o A @ A X
.I-rraui 1{1_ a] 1 (aﬁ'.'uxu(u ){1_Iuj'll‘ﬂ -"d:ﬂf
uz—l_rl_ by -1 a nxﬂ;(u—l} 1— x" n(g-1)
h2 (Blag - L A-B @D e
[gB™ 11— B)*= Y(ap)"xte D(1—x)"F Ddp

The Bayes estimator under the squared loss function, which makes the risk
function as minimum as possible, which represents the expectation of the
loss function after finding the first derivative with respect to the parameter
to be estimated and equalizing it to zero, we get:

Risk = E(d(8) — d(8))?)

= [, (d(&) —d(8)’ R (0. a. B|T)dS

=[5 (d(6)? — 2d(8)d(8) + d(8)H)I (8, w, f|X)d6
= d(8)%— 2d(8)E(d(8)|x) + E(d(5)2]x) 13
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Differentiating equation (13) with respect to d7d) and equating the
derivative to zero, we get:

d(8)sg; = E5(5]x) 14

Therefore, the standard Bayes estimator for the parameters of the
Kumaraswamy distribution is as follows:

- i -
XSBSEL = .- I,fm ([ﬂ ﬂ)z}hl (e| ﬁ',i’}dw] =0
a
= ﬁ Ja (a
) an,._l—li'l_ a by -1 a “1“[“‘1}{1—1“ nifi—1)
- @) Sl . " da|=015
[ Y1 — )P Yap)"x" = V(1 —x)"F Vda
5 d P4
Bsgser = Py lf_s {ﬁ - 1‘?) k. (B] W:f)dﬂ] =0
3 _— ]rj‘,z ﬂuz—l(l —ﬂ)bz_i(aﬂ)"x“(“_l)(l _ x“)"(ﬁ—l)
A |

~onl”

Equations 15 and 16 are non-linear equations that cannot be solved by
ordinary methods, so we will resort to the Lindley approximation method.

- - ﬂ@] =014
J"pﬂ“z"{l _ mbz—l {amnxn[u—lj(l _ xnr)n[ﬁ—ljdﬂ i J

3-2 Standard Informative Bayesian Estimator under General Entropy
Loss !l

The standard Bayes estimator for the parameters of the Kumaraswamy
distribution under general entropy loss function is given by:

—1

Tsppr = :_ﬁ Jae ({E}q —-q Ingg— 1 )T hy (a| m, B ¥)da| =0

o[ (5~ gios”
_D&[“ u qlm'g'u:

1
M T ot —1{1_ t.'t:lb‘ -1 (aﬁ)nxﬂ[m—l“} (1— xu)ﬂ;[ﬂ—l}
-1 ;) fuﬂui_l{:l _ a)bj—l(aﬂ)ﬂxﬂ[ﬂf—l}{l — xnr)n[ﬁ—l)da da

Bsger = a%—[fﬂ ((g}'l —q Iogg -1 )Thz (| m,a,X)dB| =0
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B (1= (ap) v V(1 - x)"FVap
Equations 17 and 18 are non-linear equations, so we will resort to the
Lindley approximation method.

4- Expected Bayesian Estimator :!"!

Choosing an initial probability density function that includes parameters that
are chosen in such a way that the initial probability density function is
decreasing with respect to the parameter to be estimated. The probability
density functions for the parameters are as follows:

1
'm:u:]=r 0<u< k; 19
1

1
B - —0<f <k;20
k2

T (a, B) o 21

kik;

4-1Bayesian Expectation Estimator under Squared Loss Function
(EBSEL)

According to the initial probability density function in equation (15) (16)
and using the Bayesian prediction formula in equation (10), we get Bayes
prediction estimations for the parameters of the kuomaraswamy distribution

-k
ey _ ' vy P .
WERSEL — J Uepspr i) GiL
0
XERpseL
ki1 /@
= — | =— a
% (_a& [f“(
un1—11:1 _ u)ﬁl—l {:uﬂ)nxn(nr—l}{l o I“)nm_l} et -
J‘u“m—l(]_ _ a)bi—l(ﬂmnxﬂ(u—lj(l _ xu)ﬂ(ﬂ—l)dﬂ,

de
EEBSELZJB Bspserm(f)dp

@)*

BEBSEL

k21 (9
| e
A)Z ﬂn,;»_—l I:l— ﬂ)bz—l (rxﬁ)“x"[“_”[l— xrr)n;[ﬂ—l}
-F J‘pﬂuz—l(l — B~ aB) @D (1 — x2)n(E-1 g

dﬂ]) dp 23
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We note that equations (23) and (22) are non-linear equations, and they
cannot be solved by ordinary analytical methods, but their solution requires
the use of numerical analysis methods, so Lindely Approximation will be
used.

4-2 Bayesian prediction estimator given a general entropy loss function
The Bayesian prediction estimates for the kumaraswamy distribution under
the general entropy loss function are as follows:

ey
TERSEL — ! AspppfTidjac
Jo

UXEBSEL

[ (2 ((E) - aton”
0 kl ﬁ‘ﬁ Jﬂ | 1 Oga

-1

X2 a“i‘l(l— (;[.]bi_t (C[ﬁ:l“x"("_lj Ll_ xlr)'ﬂ(ﬁ'—l)
1) T e e

ks

da| |da 24

4

BegseL = Jy Bsgevmiay)dp

;gEBSEL
© 1 lf By’ B

= — | Is (—) —qlog>
I'I\ kZ \ B B \

_y ﬁuz 1':1_18)b£ 1(aﬁ)nxﬂ{n 1]:1_xn’)n(ﬂ 1) p p 05
) ."pnea?'_ll:l_ ﬁ)b;—l(aﬁ)ﬂxﬁ(n—l](l_ xa)?i(ﬂ—l]dﬂ ﬁ,‘ ﬁ

We note that equations (24) and (25) are non-linear equations, and they
cannot be solved by ordinary analytical methods, but their solution requires
the use of numerical analysis methods, so Lindely Approximation will be
used.

5-Simulations by Monte-Carlo method :!"!

In order to compare the efficiency of the informative standard Bayes method
and the Bayesian Expected method to obtain good estimates of the
parameters of the Kumarasoa distribution, the simulation method was used
by Monte Carlo, noting that the experiment was repeated (1000) using the
MATLAB program, and the following is a detailed presentation of the
experiments
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Table (1-10) the real and estimated values of the survival function according
to the estimation methods and the value of the mean integral error squares

(IMSE) for each method at the assumed sample sizes for the first model:

Medal 1 o=03p=02
n 4 Bleal(S(t)) Sithsnser S(t)sper S{tlenser S(t)ene
0.1 0.745321 0.705818 0685364 0.672323 0.783435
0.2 0.541337 0439691 0462171 0444628 0.582476
0.3 0.336184 0.335791 0308435 029108 0.418369
0.4 0.271971 0.228417 0204438 0.189371 0.293226
o 0.2 0.139738 0.154526 0.135038 0.122789 0.201792
0.6 0.131447 0.104156 0.0882861 0.079514 0.136914
0.7 0.0905933 0.07003%6 0.05859 0.0514792 0.0918504
0.8 00621586 0.0470331 0.0385792 0.0333534 0.0610521
0.2 00423348 0.0315626 0.0234202 0.0216382 0.0402701
1 00290984 0.0211778 0.01676381 0.0140613 0.0263903
MSE 0.00177 0.07983 0.00278 0.00128
Best S{tlrper
0.1 0.745321 0.810676 0. 06 0.737042 0.720735
0.2 0.541337 0.607982 0. 12 0.51052 0.492406
0.3 0.136184 0435364 0. 77 0341061 0.325336
0.4 0.271971 0243430 0222781 0.210245
60 L5 0.139738 B 0161583 0.143433 0.133787
0.6 0.131447 0.137795 0.103789 0.0914921 00842183
0.7 0.0903933 0.0912473 0.06611382 0.0580213 0.0526142
0.E 0.0621986 0.0399 0.0418912 0.0366703 0.0326973
i) 0.0425848 0.03903596 0.0264498 0.0231384 0.02023501
1 00290984 0.810676 0.0166666 0.0145343 0.012514%
MSE 0.00034 0.01002 0.000677 0.000433
Best SHYEL
0.745321 0.740216 0547184 06473426
0.2 541337 0.590415 0.497684 0.47426%9
0.2 0336134 0424431 0.338907 0.316586
0.4 0.271971 0.297623 0.227641 0.209245
5 0.139738 0.204932 0.151274 0.136871
20 06 0.131447 0.13932 0.0389226
0.7 0.0903933 0.0937634 0.0758902 0.0574767
0.8 0.0621986 0.06262 0.0500633
0.9 0.0425848 0.0415743 0.0328681 0.027687
1 00290584 0.0274735 0.0214574 0.017528% 2
MSE 0.000228 0.00203 0.000163 0.000122
Bast S(tlege
0.1 0.745321 0.796273 0.743659 0.748659 0.704561
0.2 541337 0.591832 0.531625 0.331625 0.476691
0.3 0.336134 0422348 0.3633 036335 0314183
0.4 0.271971 0.293313 0.246008 0.246008 0.203667
150 5 0.139738 0.200029 0163183 0163183 0.130366
Wi 0.6 0.131447 0.134619 0.107129 0.107129 0.0830737
0.7 0.0903933 0.0897163 0.0698033 0.0698033 00323833
0.8 0.0621586 0.0593519 0.0452369 0.0452365 00331721
0.9 00425348 0.0390438 0.0291979 0.0291979 0.0208792
1 0.0290984 0.0255732 0.0137902 0.0187303 00131243
MSE 0.000115 0.000151 0.000146 0.000121
sl S(t)ereL
A
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Through the use of the statistical criterion, the mean squares of the integral
error, to compare the preference of the methods used to estimate the survival
function for different sample sizes, the results were as follows:

At a sample size of (30) (90) (150) was the Bayesian prediction method
under a general entropy loss function [S71t)] EBEL is the best in
estimating the survival function because it has the lowest mean squared
integral error (IMSE)

At a sample size of (60), the standard Bayes method was informative with a
squared loss function [S7t)] SBSEL It is the best in estimating the
survival function because it recorded the lowest mean integral error squares
(IMSE).

Table (2-10) the real and estimated values of the survival function according
to the estimation methods and the value of the mean integral error squares
(IMSE) for each method at the assumed sample sizes for the first modelat
the size of (30), the Bayesian prediction method under the squared loss
function was the best in estimating the survival function, because it recorded
the least mean squared integral error (IMSE).

P19
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Model » w=0.3 p=0.1

o ] Real(Sit)) §(‘Jsasﬁl. §(t)slu'.l. E(t)EBSEI. g':t)'ﬁltﬁl.
0.1 0.713455 0.67946 0.66785 0653714 0.653714

0.2 0.481911 0.448694 0.43481%9 0.417893 0.417893

0.3 0.314068 0.29082 0.27844 0-263433 0.263435

0.4 0.1993579 0.-186136 0176363 0-154619 0.164619

0.3 0.124468 0.11811%9 0.110903 0.102323 0.102323

30 0.6 0.0765064 0.0743236 0.0694184 0.0634144 0.0634144
0.7 0.0464863 0.0468388 0.0433266 0.0392449 0.0392449

0.8 0.0279811 0.0293678 0.0269988 0.0242795 0.0242793

0.9 00167113 0.0183882 0.0168129 0.015027 0.013027
1 0.00591501 0.0115064 0.0104695 0.00930874 0.00930874
MSE 0.0683807 0.032741 0.0100305 0. 0119667

Best iE':Jr.asr.l.

0.1 0.713455 0.74405 0.737934 0.722026 0.693336

0.2 0.481911 0.305133 0.48941 0.470167 0.445661

0.3 0.314068 0.-323618 0-307061 0.290122 0.274147

0.4 0.1993579 0.203143 0-186513 0.173512 0.154016

0.3 0.124468 0.123982 0-11104% 0.10181 0.0963347

- 0.6 00765064 0.0745148 0.0652923 0.0590392 0.0558819
0.7 00464863 0.0442974 0.0380893 0.033993 0.0321456

0.8 0.0279811 0.0261283 0.0221164 0.0194975 0.0183908

0.9 00167113 0.01332357 0.0128099 0.0111626 0.0104869
1 0.00991501 0.00893457 0.00741239 0.00638897 0.00396996

PEo
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MSE 0.00202771 0.00483703 0.00619474 0.00729251

Best E(‘)SEI’.L
0.1 0.713453 0.722651 0.710408 0.693197 0.670012
0.2 0.481911 0.489803 0.476193 0.456863 0.430728
0.3 0.314068 0.31927 0.308079 0.291817 0.269621
0.4 0.199579 0.202306 0.1947 0.182337 0.165738
0.3 0.124468 0.12653 0.121052 0.112518 0.100582

- 0.6 00763064 0.0779268 0.0743756 0.0686193 0.0604774

0.7 00464863 0.047339 0.0452947 0.041514 0.0361167
0.8 00279811 0.028797 0.0273983 0.0249614 0.0214603
0.9 00167113 0.0173526 0.0164863 0.0149367 0.0127047
1 0.00991501 0.0104159 0.00987896 0.0089037% 0.00730094

MSE 0000166232 0.00026%083 0.000202594 0.000235332

Best §Et)sﬁsr.l.
0.1 0.713433 0.728349 0.714662 069783 0677028
0.2 0.481911 0-490124 0.47417 0.454893 0431139
0.3 0.314068 0.313306 0-301673 0.285269 0.263129
0.4 0.199579 0.197289 0.136993 0.17464%9 0.159568
0.3 0.124468 0.121203 0.113937 0.10326 0.0947144

L 0.6 0.0765064 0.0735294 0.0636161 0.0627722 0.055707%

0.7 0.0464863 0.04421446 0.0409878 0.0371644 0.0325678
0.8 0.0279811 0.02642 0.0243446 0.0218943 0.0189643
0.9 00167113 0.0157163 0.0144017 0.0128552 0.011015%
1 0.00991501 0.00931937 0.00849649 0.0075314% 0.00538969

MSE 0.000120203 00000933118 0.000103673 0000127982

Best s(”

It is clear from Table (2-10) and Figures from (5) to (8) and when the default
values of the parameters and through the use of the statistical standard mean
squares of integral error to compare the preference of the methods used to

PE



https://jnrihs.ir/article-1-535-en.html

[ Downloaded from jnrihs.ir on 2026-01-31 ]

Comparison of standard Bayesian and Bayesian Expectation
estimator to estimate parameters of the Kumaraswamy Distribution

New Period, No 34, 2022

estimate the survival function for different sample sizes, the results were as
follows:

At a sample size of (60) (150), the standard information Bayes method
under a general entropy loss function was the best in estimating the survival
function, because it recorded the least mean squares integral error IMSE

At a sample size of (90), the standard Bayes method under the squared loss
function was the best in estimating the survival function because it recorded
the lowest mean squared integral error IMSE

Table (3-10) the real and estimated values of the survival function according
to the estimation methods and the value of the mean integral error squares
(IMSE) for each method at the assumed sample sizes for the first model

It is clear from Table (3-10) and Figures from (9) to (12) and when the
default values of the parameters and through the use of the statistical
standard mean integral error squares to compare the preference of the
methods used to estimate the survival function for different sample sizes, the
results were as follows:

* At a sample size of (30), the standard informational Bayes method under a
general entropy loss function was the best in estimating the survival
function, because it recorded the least mean squares integral error IMSE

* At a sample size of (60), the standard informational Bayes method with a
squared loss function was the best in estimating the survival function,
because it recorded the lowest mean squared integral error IMSE

* At a sample size of (90) (150), the Bayesian prediction method under a
general entropy loss function was the best in estimating the survival
function, because it recorded the lowest mean squared integral error IMSE.
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Appendices

Table (1-10) the real and estimated values of the survival function according
to the estimation methods and the value of the mean integral error squares
(IMSE) for each method at the assumed sample sizes for the first model

Figure (1) The real survival function estimated according
to the estimation methods at a sample size (n = 10)
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Figure (2) The real survival function estimated according
to the estimation methods at a sample size (n = 60)
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Figure (3) The true survival function estimated according
to the estimation methods at a sample size (n = 90)
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Figure (4) The true survival function estimated according
to the estimation methods at a sample size (n = 150)
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Figure (5) The real survival function estimated according
to the estimation methods at a sample size (n = 30)
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Figure (6) The real survival function estimated according
to the estimation methods at a sample size (n = 60)
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Figure (7) The real survival function estimated according
to the estimation methods at a sample size (n = 90)
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Figure (8) The real survival function estimated according
to the estimation methods at a sample size (n = 150)
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New Period, No 34, 2022
Model = @=0.6 f =0.2
" o Real{Sit)) S(tspser S(thsme 8(t)ensm. §(Ueem
0.1 0.856518 0851982 0.780174 0.301307 0.33549
0.2 0.732196 072332 0604192 0.637703 0.637408
0.3 0.624301 0.612311 0465362 0.50482% 0.574579
0.4 0532282 0.517105 0357003 0.338016 0.470224
0.5 0.452775 0435848 0.27308% 0.312321 0.382725
30 0.6 0-384602 0366774 0208478 0.245275 0.310111
0.7 0326267 0308246 0.158942 0.191%6%2 0.25034
0.8 0.276443 0.258788 0.12107% 0.15005 0.201464
0.5 0.2332462 0.217087 0.082201% 0.117176 0.161711
1 0197798 0.18198% 0.0702088 0.0914483 0.129522
MSE 0.00347954 0.00126112 2.007158529 000347254
A= 5{t)smsen
0.1 0856518 038034 0315133 0.852354 0.830024
0.2 0732196 0766338 0652647 0.701824 0.-76549
0.3 0.624301 0.661104 0.510143 0.564325 0.64273%
0.4 0.532282 0.56612% 0.393326 0.446118 0.530178
0.5 0452775 0451841 0300225 034326 0.43142%
5 0.6 0-384602 0408005 0227453 0.249287 0.347345
0.7 0326267 0343287 0171356 0206701 0277262
0.8 0276443 0255944 0.128553 0.157761 0.219777
0.5 0.2332462 024194 0-026141 0.119876 0.173207
1 0197798 0.202031 0.0717361 0.0507754 0.135848
MSE 00009334171 0.00168218 0.00652952 0.00420721
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New Period, No 34, 2022

Best 5(Dspm.
0.1 0836518 0.864391 0795715 0.325198 0.374234
0.2 0732196 0.744037 0528072 0.671537 0.745394
0.3 0.624301 0.637757 0492648 0.541674 0.6235%76
0.4 0532282 0.544301 0384514 0.433114 051508
0.5 0452775 0.46402% 0298926 034407 0.420553

90

0.6 0384602 0.384227 0231642 0.271886 0.340373
0.7 0326267 0.334181 0172027 0.213505 0.273517
0.3 0276443 028273 0138059 0.167671 0.21849%
0.8 02339462 0.238791 0-10627 0.131023 0.173689
1 0197798 0.201377 00816713 0.102114 0.137437

M3E 0.000633848 0.001559614 000425338 0000233848

Best S(thepn
0.1 0.856518 0.870341 0.303514 0.83125 0.379244
0.2 0.7321%46 075182 0.63477 0.677021 0.750088
0.3 0624501 0.644562 0425304 0.543286 0.626425
0.4 0.532282 0.549502 0.332932 0.431141 0.514598
0.5 0452775 0466281 0293389 0.339231 041835

150

0.6 0384602 0.394137 0224492 0.265134 0.336671
0.7 0326267 0.332081 017071 0.20613 0.268522
0.8 0276443 0.275036 0129393 0.159578 0.213509
0.5 0233962 0.233926 0.0978258 0.123117 0.168674
1 0197798 0185726 0.0738218 0.0547235 0.132706

MZE 0.000522843 0.0004515%6 0000287317 0000122843

He=t S(thepn.
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Figure (9) The real survival function estimated according
to the estimation methods at a sample size (n = 30)
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Figure (10) The real survival function estimated according
to the estimation methods at a sample size (n = 60)

0.8 o= S-Real
== S-BSEL
0e == S=-BEL
0= S-EBSEL
== S-EBEL
0.4
0.2
0 ; ] i . y
| 2 4 8 g 10
POo


https://jnrihs.ir/article-1-535-en.html

[ Downloaded from jnrihs.ir on 2026-01-31 ]

Human Sciences Research Journal

Figure (11) The real survival function estimated according
to the estimation methods at a sample size (n = 90)
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Figure (12) The real survival function estimated according
to the estimation methods at a sample size (n = 150)
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